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Let W(x) = exp( - Q(x)) be a weight on the real line, with Q satisfying conditions
typically imposed by Freud. For large enough n, let qn denote the positive root of
the equation qnQ'(qn) = n. For a large class of weights of this type, we construct
polynomials Pn(x) of degree at most n, such that for n large enough,
Pn(x) - W(x), Ixl ~ Cqn, where C> 0 is independent of n. We apply these to prove
L p Markov-Bernstein inequalities (0 < p ~ ef)) that are new for 0 < p < 1, except in
special cases. Further applications include lower bounds for Christoffel functions
that are new for weights such as exp( -Ixl "(loglxl)li(log loglxl)'. .. ), Ixllarge
enough, if I < (X < 2. 1987 Academic Press, Inc.

1. INTRODUCTION

Let a>1 and W~(x)=exp(-Ixn, xEIR. In [6J, we constructed
polynomials P n (x), of degree at most n, n = 1, 2, 3,..., such that

and

where C and Clare independent of nand x. As usual, ~ denotes that the
ratio of the two functions is bounded above and below by positive con-
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stants independent of nand x. These polynomials were used to estimate
Christoffel functions and to prove L p Markov-Bernstein inequalities for
O<P~r:J:J·

It is the purpose of this paper to extend the results of [6] to more
general weights. To this end, we need two definitions:

DEFINITION 1.1. Let W(x)=exp(-Q(x)), where Q is even and con­
tinuous in IR, and assume there exist A, B> 0, and 0< 8 < 1 such that Q" is
continuous in [A, 00) and

Q'(u) > 0,

-8 ~ uQ"(u)/Q'(u) ~ B,

U E [A, r:J:J),

uE[A,r:J:J).

(1.1 )

(1.2 )

Then we shall call Wa Freud weight. Associated with a Freud weight are
the quantities qn' defined to be the positive root of the equation

(1.3)

for n large enough.
The above definition of a Freud weight is essentially the same as that in

[9] and the existence and uniqueness of qn follows from Lemma 7 in [9].

DEFINITION 1.2. Let W be a Freud weight. Assume there exist positive
constants C 1 and C2 independent of n and x, and even polynomials P n (x)
of degree at most n, such that for n large enough

Pn(x) ~ W(x),

IP~(x)1 ~ C2 (n/qn) W(x),

Ixl ~ Cjqn,

Ixl~Clq".

(1.4 )

(1.5)

Then we shall call W a regular weight.

We shall investigate conditions under which Freud weights are regular
weights. Once the regularity of a weight is established, one can easily
obtain lower bounds for the associated Christoffel functions (compare
Freud [4], Nevai [10], and L p Markov-Bernstein inequalities for
O<P~r:J:J. For weights W(x)=exp(-Q(x)), where Q(x) grows at least as
fast as x 2 as Ixl ---> r:J:J, the new elements of our work are the Lp

Markov-Bernstein inequalities for °<P < 1. The approach adopted by
Freud [5] cannot deal with the case 0 <P < 1, so we use an approach
similar to that of Bonan and Nevai [3]. In the case where Q(x) grows
slower than x 2 as Ixl ---> r:J:J, the lower bounds for the Christoffel functions
are new as well.

As examples of weights that we can prove to be regular, we mention
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where L1 is real, ex > 1, and fJj ~ 0, j = 1, 2, ..., k, while logk denotes the kth
iterated logarithm. Of course, the weight is defined by (1.6) only for Ixl
large enough and must be suitably modified for small Ixl. It is also possible
to handle weights such as

fJ < 0. (1.7)

provided ex> 1 but ex i= 2. Unfortunately, for technical reasons relating to
canonical products of integral order, we cannot deal with the weight (1.7) if
ex=2.

We now mention an important special case of our results that can deal
with the weights in (1.6) and (1.7), except when ex=2 or ex=4.

THEOREM 1.3. Let W = exp( - Q) be a Freud weight. Assume that

lim xQ'(x)jQ(x) = ex. (1.8 )

where ex> 1, but ex i= 2 and ex i= 4. Then W is a regular weight.

As in [6 J, our basic idea is to use canonical products G'Ii (z) of
Weierstrass primary factors, with only negative real zeros. Much of
the groundwork was laid in [6J, and the main task of this paper is to
determine when we can find r/J such that, for example, W = exp( - Q) ~
lexp( ( -1 )'H)I in the notation of [6, Lemma 3.3]. This is completed in
Theorems 2.1 and 2.6. Using the entire functions constructed by one of us
[9J, we show in Theorems 2.4 and 2.5 that a very large class of Freud
weights are regular.

The paper is organized as follows: In Section 2, we define our notation
and state our main results. In Section 3, we state Markov-Bernstein
inequalities, estimates of Christoffel functions, and so on. In Section 4, we
prove Theorems 2.1 and 2.6 and in Section 5 we prove Theorem 2.4.
Finally, in Section 6 we prove Theorem 2.5, and in Section 7 we prove
Theorem 1.3.

2. NOTAnON AND MAIN RESULTS

Throughout, C, C" C2, ... denote positive constants independent of nand
x. Different occurrences of the same symbol do not necessarily denote the
same constant. When stating inequalities for polynomials P of degree at
most n, the constants will be independent of P, n, and x. To denote depen­
dence of constants C on parameters ex, p, ... , we write C = C( ex, p), and so on.
The usual symbols ~,O, and 0 will be used to compare functions and
sequences. Thus,f(x) ~ g(x) if for some C, and C 2 , C, ~f(x)jg(x)~ C 2 for
all x considered.
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Associated with a Freud weight W = exp( - Q), there is the quantity
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r:x = r:x( W) = lim sup log Q(x)jlog(x). (2.1 )

It is shown in [9, Lemma7(v)] that r:x~B+l, where B is as in
Definition 1.1. We note that the case r:x < 1 leads to an indeterminate
moment problem (see Akhiezer [1, p.87, Problem 14]). Further it was
shown in [6] that the weights exp(-Ixl~), 0<r:x~1, cannot be regular.
Thus we restrict ourselves to the case r:x > 1. Even the cases r:x = 2 and r:x = 4
pose certain difficulties because of the delicate behavior of canonical
products of integral order.

The case where r:x> 2 or r:x = 2 and Q(t) -:f. O(t2), ItI~ 00 is dealt with in
Theorem 2.1, while Theorem 2.5 deals with the case r:x > 2, r:x -:f. 4.
Theorem 2.6 may be used for the case 1 < r:x < 2, while Theorem 2.4 is a
comparison theorem, which may be used for any r:x> 1.

THEOREM 2.1. Let W = exp( - Q) be a Freud weight. Suppose that for
some positive even integer k, Q admits the following representation:

foo fft(t) (r)2Q(r 1
/
k

) = - - dt+cr+g(r),
1 t+ r t

rE [0, 00), (2.2)

where fft is a function, positive, continuous, and increasing on [1, (0) such
that

but (2.3 )

while c E (- 00, 00) and g(r) is a bounded real function. Then W is a regular
weight.

Note that if we add a bounded function to Q, then the new weight", the
old one. Thus we may assume that (2.2) holds only for r large enough.
Further, since

1 (r)2 r 1 1- - =---+-
t + r t t2 t t + r'

(2.4 )

it follows from (2.2) that in changing fft on a finite interval we change only
the remainder terms in (2.2). Thus we need only assume that fft(t) is
positive and increasing for large enough t. For the same reason, we may
replace the lower limit of the integral in (2.2) by any positive number. At
this stage, it is pertinent to discuss two examples.
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EXAMPLE 2.2. Let
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Ixl ~2, (2.5)

where rx ~ 2 and f3 ~ 0, and if rx = 2 or rx = 4, then f3 > O. Further define a
positive even integer k by

if rx = 2m
, some m ~ 3, (2.6 )

rx if rx = 2 or 4.

Then rx' = rx/k satisfies

1< rx' < 2

rx' = 1

if rx > 2, rx # 4,

if rx = 2, rx = 4.

Consider the function

f(z) = (-z)"(log( -z))p, Z E C\[ -1, 00), (2.7)

where the powers and
fit + iO) = limc~o+ fit + i£),
calculation shows that

Imf(t + iO)

0,

logs have
tER A

their principal
straightforward,

values. Let
but tedious

t < -1,

IW'llogltll fl sin( -f3n),

Itl" {(log t)2 + n2}(3/2 sin( - nrx' - f3 arctan( n/log t)),

-1::::; t::::; 0,

t>O.

(2.8 )

A similar representation holds for Ref(t + iO). We observe that Ref(t + iO)
and Imf(t + iO) are differentiable in IR, except at -1,0, and 1. Defining
fit - iO) in a similar manner, we see that

fit - iO) = fit + iO), t E IR. (2.9)

We now use contour integral techniques. Let s> 2. Let T 2 and T s denote
circles centred on 0, of radius 2 and s, respectively, oriented as in Fig. 1. Let
L±={t±iO:tE[2,s]}, oriented as in Fig. 1, so that
T=T2 u L+ ur,uL_ is a closed curve. Sincef(t+iO) andf(t-iO) are
continuous in [2, s], Cauchy's integral formula shows that for - z inside T,
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·i

FIGURE I

Since f(t)/t 2 vanishes at 00 (uniformly in arg t), we see that
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as s ----> 00, z fixed.

Hence, for - z outside r2 u [2, (0),

f(-z)=_l f f(t)dt+_l fWf(t+iO)-f(t-iO)dt

Z2 2ni T2 t + Z t 2 2ni 2 t + Z t 2
'

and by (2.4) and (2.9),

Ref(-z) = Re{_l.f f(t){--=-_~+_l_}dt}
2m T2 t 2 t t + z

IfwImf(t+iO) {Z2}+- Re -- dt.
n 2 t2 t + Z

In particular, as f( - r) is real for r E (3, (0),

. 1 fW Imf(t + iO) (r)2
j(-r)=cIr+gdr)+- - dt,

n 2 t+r t

(2.10)

(2.11 )

where C j is real, gj (r) is bounded, and both are defined in an obvious way
from (2.10). Next, let

rjJ(t) = {nkP}-l Imf(t+iO), t E (2, 00 ).

We see from (2.8), by differentiation, that rjJ(t) is positive and increasing for
large t-note that (J> 0 if r:t.' = 1. Further, as 1:::;; r:t.' < 2, rjJ(t) obviously
satifies (2.3). Finally, by (2.5) and (2.7),

r E (3, (0),
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and together with (2.11) this essentially yields (2.2). The remarks after
Theorem 2.1 show that the different range of integration and range of rare
not important. Hence W = exp( - Q) is a regular weight.

EXAMPLE 2.3. Let Q(x) be given by (2.5), where s< > 2 and fJ < O. Define
a positive even integer k by

Then s<' = exlk satisfies

if2nJ < s< < 2nJ + I,

ifs<= 2nJ
,

some m ~ 1

some m ~2.

1 < s<' < 2

s<' = 2

if ex > 2, ex #4,

ifex=4.

Letf(z) be as in (2.7). We see that (2.8)-(2.11) hold as before, even if
ex' = 2, asf( - t )lt2 still vanishes at 00. We can define ¢>( t) exactly as before.
If 1 < ex' < 2, (2.3) follows, while if ex' = 2, (2.3) still follows, since from (2.8),

t ---> oc;.

Finally, (2.2) follows as before, and so W = exp( - Q) is a regular weight.

In much the same way, we can deal with all the weights in (1.6) ifs< ~ 2,
though the more complicated the weight is, the more difficult it is to check
the representation. The case I < ex < 2 will be discussed after Theorem 2.6.
Note that the integral in (2.2) may be analytically continued to
C\( - oc;, - 1), and hence the functions Q in Theorem 2.1 are analytic,
apart from an essential bounded function. The following "comparison
theorem" enables us to consider non-analytic weights.

THEOREM 2.4. Let W = exp( - Q) be a regular weight and assume Q"(x)
is positive for large enough x, while Q'( oc;) = 00. Let WI = exp( - QI) be a
Freud weight such that

and

QI (x) ~ Q(x),

IQ;'(x)1 ~ CQ"(x),

x large enough,

x large enough.

(2.12 )

(2.13 )

Then WI is also a regular weight.

It is noteworthy that even if Q 1 does not satisfy the conditions (1.1) and
(1.2) in Definition 2, the proof of Theorem 2 nevertheless shows that we
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can find polynomials satisfying (1.4) and (1.5) for WI' Using Theorems 1
and 2, we shall prove

THEOREM 2.5. Let W = exp( - Q) be a Freud weight, and let a( W) > 2,
hut a( W) i= 4. Let

ir2m < a < 2m + I,

ira = 2m
,

some m:?: 1,

some m:?: 3.
(2.14 )

Suppose there exist constants a, b such that

x large enough. (2.15 )

Then W is a regular weight.

There are a number of simple conditions that imply the rather cumber­
some (2.15). For example, if Q(x)= Ixl'T(lxl), where T(2x)jT(x)--+ 1,
x --+ 00, then (2.15) holds. Similarly, if for some 1 < a' < b' < 2, we have

a' ~ uQ'(u)j(kQ(u)) ~ h', u large enough, (2.16 )

then one check that (2.15) is valid by multiplying both sides of (2.16) by
Iju, and integrating from x to 2x. In particular, (2.16) is valid if

lim uQ'(u)jQ(u) = a( W), (2.17)

and so Theorem 2.5 implies Theorem 1.3 in the case a( W) > 2, a( W) i= 4.

THEOREM 2.6. Let W = exp( - Q) he a Freud weight. Suppose that Q
admits the following representation:

r E [0, 00), (2.18 )

where g( r) is a hounded real function, z = r exp(i8o), 80 E ( - n, n), and ¢J is a
function, positive and differentiable for large enough t, with

andfor some 1 < a < 2,

¢J'(t»o, t large enough (2.19 )

Assume also

lim t¢J'(t)I¢J(t) = aj2.
I-X

cos(a8oj2) < 0.

(2.20)

(2.21 )

Then W is a regular weight.

M04Y 2-0



178 LEVIN AND LUBINSKY

The remarks made after Theorem 2.1 about changing Q or r/J in a boun­
ded interval apply to Theorem 2.6 as well. It is noteworthy that with much
extra effort, the restriction (2.20) can be somewhat weakened. In any event,
Theorem 2.6 will be sufficiently powerful to prove Theorem 1.3 in the case
I < IX( W) < 2, and in turn, Theorem 1.3 applies to all the weights (1.6) and
(1.7) if I < IX < 2.

Note, finally, that if Wand WI are regular weights, so is WW 1 • Further,
one can use Theorem 2.4 to show that for any r > 0, W' is regular.

3. INEQUALITIES FOR REGULAR WEIGHTS

We first need some properties of Freud weights:

LEMMA 3.1. Let W be a Freud weight, and eand B he as in Definition 1.1.

(i) xQ'(x) is increasing for large x.

(ii) 21/(I+B)~q21l/qll~21/(I-li)forn large enough.

(iii) C I x Ii ~ Q'(x) ~ C 2XBfor x large enough.

(iv) C 3 X l Ii~Q(X)~C4XI+B for x large enough.

(v) Q(x) ~ xQ'(x) for x large enough.

(vi) lim sup Q(qn)/n <Xl.
n - ,x

Proof These are all proved in Lemma 7 in [9J except for (ii), which
may easily be deduced from (i) and (iii) of Lemma 7 in [9]. I

Next, we need an infinite-finite range inequality:

LEMMA 3.2. Let W he a Freud weight and let 0 <p ~ Xl. There exist no,
C I' and C2 depending on Wand p only, such that for every polynomial P of
degree at most n, n ~ no,

(3.1 )

Proof As W is even and decreasing in (A, ex;), we may apply
Theorem A in Lubinsky [7J with g = 1 to deduce (3.1), but with
(- C 2q,p C 2q,J replaced by (-llq2n, Ilq2n)' In view of Lemma 3.I(ii),
(3.1 ) follows as stated. I

We can now prove Markov-Bernstein inequalities. Note that n is
restricted below, only in order that qn be defined.
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THEOREM 3.3 (Local Markov~Bernstein inequality). Let W be a
regular weight. Let 0 < p:( 00. Let 0 < 1'/ < ( < 00. There exist no and C
depending on W, 1'/, (, and p only, such that for all polynomials P of degree at
most n, n ~ no,

II P' WII L p( - ryqn. ryqn) :( C(n/qn) II PWII L p( - ~qn.~qn)·

Proof This is exactly the same as that of Theorem 7.3 in [6]. I

COROLLARY 3.4 (Global Markov-Bernstein inequality). Let W be a
regular weight. Let 0 < p:( 00. There exist no and C depending on Wand p
only, such that for all polynomials P of degree at most n, n ~ no,

lIP' WII L p( IR):( C(n/qn)IIPWII L p( IR)'

Proof This follows from Lemma 3.2 and Theorem 3.3. I
Except for the weights exp( -Ixl~), IX> 1, Corollary 3.4 is new when

o< p < 1. See [6] for further discussion and references. Next, we estimate
Christoffel functions:

THEOREM 3.5. Let W be a regular weight, and assume further that

and for some C

Q"(x) ~ 0, x large enough, (3.2 )

Q'(2x)/Q'(x) > C> 1, x large enough. (3.3 )

Let O<p:( 00 andj be a nonnegative integer. For n=j+ l,j+2, ... , define

X E IR,

where the infimum is over all polynomials P of degree at most n - 1. Then
there exist C I and C2 depending only on j, p, and W such that

(i) An,p( W,j, x) ~ (q,jn)i+ l/PW(X), Ixl :( C, qn,

(ii) An,p( W,j, x) ~ C 2 (q,jn)i+ l/PW(X), x E IR.

Proof The lower bound in (ii) may be proved in exactly the same way
as Theorem 7.4 in [6] and is valid even when we do not assume (3.2) and
(3.3). To obtain the matching upper bounds needed for (i), we apply
Theorem 3.4 in [8]. To this end, we must first verify (3.10), (3.11), and
(3.12) in [8]. First, from (3.2) above it follows that the left member of
(3.10) in [8] is identically zero, and hence (3.10) in [8] holds trivially.
Next, as Q'(x) is non-decreasing for large x (by (3.2)), M, (x) = Q'(x) for
large x, and so (3.3) above implies (3.11) in [8]. Finally, to verify (3.12) in
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[8 J, we note that if x ~ ~ ~ C I' Lemma 3.1 (v) and monotonicity of Q'
show

Q(x) ~ CxQ'(.~)~ CXQ'(~).

Hence,

3~Q'(O{ log( Ixl/~) }/Q(x)

~ (3/C)(~/x) log(x/O < I, if x/~ ~ C2 , C2 large enough. I

COROLLARY 3.6. Let W he a regular weight and satisfy (3.2) and (3.3).
Let Pk (W2; x), k = 0, 1, 2, ... be the orthogonal polynomials associated with
the weights W2, so that

k=j

k /=/

Let j be a nonnegative integer. Then for n =j + I, j + 2, ... ,

n I { ~ (n/q )21 + Il\"l <: C qL (pV)( W2; X))2 W2(x) n 0;+ I ." 1 '"

k~O ~C2(n/qn)- , XER

One can also prove analogs of Theorem 7.6 and Theorem 7.7 in [6J, and
one can estimate the coefficients in the recurrence relation. Hence, a quan­
titative approximation theory may be developed for any regular weight.

4. PROOF OF THEOREMS 2.1 AND 2.6

The proofs of both Theorems 2.1 and 2.6 use results from [6 J, which we
summarize in the following lemma. Recall the definition of the Weierstrass
primary factor:

E(z l)={(l-Z),
, (l-z)exp(z+z2/2+'" +Zl//),

1=0,

I~ 1.

LEMMA 4.1. Let ¢J*(t) be a function, nonnegative, continuous, and non­
decreasing in (0, OJ) with ¢J*( I) = 1. Assume further that

lim ¢J*(t) = OJ, (4.1)
I_,x,

and assume there exists a nonnegative integer I such that

f" ¢J*(t)/t l
+

2dt < OJ. (4.2)

Let

f% ¢J*(t) (Z)I+ 1
H*(z) = -- - dt,

I t + z t
Z E 1[\( - 00,0), (4.3 )
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and let c* be real, but c* = 0 if 1=0. Further, let
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y(z) = exp(2( -1)' H*(z) + 2c*z), ZE iC\( - 00,0). (4.4 )

Let ~'" n = 1, 2, 3, ... he positive numbers such that for some C I and some
11 > 1,

1~~,,~Clnl!', n= 1, 2, 3, ... ifl> 0, (4.5)

1 ~~,,~Cln2/(Iogn)2ry, n= 1, 2, ... if1= 0, (4.6 )

and

H*(~,,) ~ C 1n, n = 1, 2, .... (4.7)

Let ~ TC < eo < TC, and write z = r exp( ieo), r E [0, 00). There exist
polynomials T" (z) of degree at most 4n, n = 1, 2, 3, ..., and C" and C 3 such
that

and

I :< {C 3 H*(r)/r,
IT"(r)/y(z)l,,, C

3
(H*(r)/r+ 1),

rE [1, C2~"],
rE(O,I].

(4.8 )

(4.9)

Proof Let r" be the smallest root of the equation ¢J*(rJ = n, n = 1, 2, ...
and let

Q

G¢>*(z)= TI E( -z/r", I), zEiC.
11=1

It is shown in [6, Lemma 3.3] that G¢>* is entire and

G¢>* (z) = exp(( -1)' H*(z) + U(z) + F(z», zEiC\(-oo,O),

where H*(z) is given by (4.3), U(z) is a polynomial of degree at most I, and
F(z) is given by (3.13) in [6]. If U*(z)= U(z)-c*z, then U* is still a
polynomial of degree at most I, and

y(z) = {Gr(z) exp( - U*(z)) exp( -F(z» }2, ZEiC\(-oo,O). (4.10)

Lemma 5.2 in [6] shows that we can find polynomials R" (z) of degree at
most n, n = 1, 2, 3, ... , such that if z = r exp( ieo),

(4.11 )
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{
C 1 H*(r)ir

IR~(z)/{G,p*(z)exp(-V*(z))}I~ . *','
C 3 (H (r)/ r + I ),

rE[LC2~"J

rE(O,I].

(4.12)

We note that although Lemma 5.2 in [6J is proved for G,p* exp( - V), it
holds with V replaced by V* as the only property of V used in [6 J was
that V has degree at most l. Next, Proposition 4.1 in [6 J shows that there
exist polynomials Pn (z) of degree at most n, n = I, 2, 3, ..., such that if
z = r exp(iOo),

IP,,(z)1 ~ lexp( -F(z))I,

and

IP~(z)1 ~ C(l + Izl) 'Iexp( -F(z))[,

for r E [0, ~,,]. Let

(4.13)

(4.14 )

V,,(z) = Pn(z) Rn(z),

and

Tn(x) = 1 Vn(x exp(iOo)W,

n = I, 2, 3, ...

n = I, 2, 3, ... , x real,

so that Vn and Tn are polynomials of degree at most 2n and 4n, respec­
tively. Then (4.8) follows easily from (4.10), (4.11), and (4.13). Further,
(4.9) follows from (4.10), (4.12), and (4.14 )~compare the proof of
Theorem 1 in [6, Sect. 6J and note that H* (r) is positive and nondecreas­
ing [6, Lemma 5.I(iv)]. I

LEMMA 4.2. Assume the hypothesis oj' Theorem I, and let

H(z) = II r/J(t) (~)2 dt,
1 t + z t

ZE C\( - CfJ, 0). (4.15 )

Further, let ~n denote the positive root of the equation

Then,

H(~n)=n, n= I, 2, 3, .... (4.16)

(i) Q(r l
/
k

) ~ H(r), r large enough.

(ii) ~ n ~ q~, n large enough.
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Proof We note that (4.15) coincides with the case 1= 1 of (3.12) in [6,
Lemma 3.3]. Hence Lemma 5.1(iii), (iv), (v) in [6] are valid. In particular,
H(r) is strictly increasing, and so ~n is uniquely defined by (4.16).

(i) Note that

H(r)lr~fr rjJ(t)r 2dt~(l/2)fr rjJ(t)lt2dt
I (t+r)t 1

-> 00, as r -> 00, (4.17 )

by (2.3). Thus for large r, H(r) is the dominant term in the right member of
(2.2 ).

(ii) By (i) above and Lemma 3.1(v),

As uQ'(u) is strictly increasing (Lemma 3.1(i)), it follows from (1.3) that
there exist C I and C 2 such that

where [x] denotes the integer part of x. The result now follows from
Lemma 3.1(ii). I

Proof of Theorem 2.1. We shall apply Lemma 4.1 with 1= 1, eo = 0, and
with a suitable choice of rjJ* and e*. Let

rjJ*(t) = rjJ(t)/2, t E [1, co ).

The remarks after Theorem 2.1 show that we can alter rjJ in a finite interval
so that rjJ*(I)= 1. Then (2.3) immediately yields (4.2), while (2.3) and the
monotonicity of rjJ yield (4.1). If H* and H are defined by (4.3) and (4.15),
respectively, we see that

H*(z) = H(z)j2.

Let e* = -e12 and ~n be defined by (4.16). Now from (4.17), n/~n -> co as
n -> 00, and so (4.5) follows. Then Lemma 4.1 shows that there exist
polynomials Tn of degree at most 4n for which (4.8) and (4.9) hold.
Further, by (4.4) and as eo = 0,

ly(z)1 =y(r)=exp(-H(r)-cr)

= exp( _Q(r 1
/
k

) + g(r)) '" exp( _Q(r 1
/
k

)), (4.18)

by (2.2). Let
n = 1, 2'00"
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so that P/1 has degree at most 4nk. By (4.8) and (4.18),

P,,(x)~ W(x)

if x' ~ C2~,,' which is true if Ixl ~ Cq/1' by Lemma 4.2(ii). Further, for
Ixl ~ Cq,I' (4.9) and the monotonicity of H*(r)/r (see [6, Lemma 5.I(iv)J)
show that

IP;,(x)1 = klxl' II T~(xk)1 ~ C4q~ 1 (n/~/1) W(x)

~ Csn/q" W(x).

Finally, we can replace P/1 by P [/1/(4kI1 to obtain polynomials of degree at
most n, and can use

We next proceed to the proof of Theorem 2.6.

LEMMA 4.3. Assume that Q, 80 , Ct., and rjJ satisfy (2.18) to (2.21). Let
Ct.' = Ct./2. Then

(i) lim rjJ(rt)/rjJ(r) = ta, t E (0,00).

(ii) lim log rjJ(t)/log t = Ct.'.
t ---+ J~

(iii) lim Q(r)/rjJ(r2)=C>0.

(iv) If g(r) == 0 in (2.18), then

lim riQU)(r)/Q(r)=Ci>O,
r-'X'

j= 1, 2,

(4.19 )

(4.20)

(4.21 )

(4.22)

and consequently Q'( 00) = Cf) and Q"(x) ~ 0 jar large enough x.

Proof (i) We prove more than (4.19) since we need more below.
Let £>0. By (2.20), there exists A =A(£»O such that

(Ct.'/u)(1- £) ~ rjJ'(u)/rjJ(u) ~ (Ct.'/u)(1 + c), u ~ A.

If r ~ A and t ~ 1, we may integrate from r to rt:

Ct.'(1 ~£)logt~logrjJ(rt)/r/J(t)~Ct.'(l +£)logt.

If t < I, but rt ~ A, we may integrate from rt to r:

Ct.'(1- £) log t ~ log rjJ(rt)/rjJ(t) ~ Ct.'(l + £) log t.
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Hence, if r > 0 and t >A/r,
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(max{t, l/t})-~'£~iP(rt)/(iP(r)t~')~(max{t, l/t}),", (4,23)

It is now fixed, we can let r ~ 00 and use the fact that [; is arbitrary to
deduce (4,19),

(ii) This follows easily by integrating (2.20).

(iii) Let

and

H(z) = foo iP(t) (!.) dt,
I Z + t t

Joo t~' (Z)
HI(z)= - - dt,

1 Z + t t

ZEC\(-oo,O)

Z E C\( ~ 00,0).

(4.24 )

(4.25 )

By a well-known identity (Boas [2, p, 56, (4,1.6)]),

HI (z) = (n/sin no:') z~', ZEC\(-oo,OJ, (4,26 )

Now, let 181 < n, r E (0, 00), Z = rei!!, and w = eiB
, Setting t = ur, we see

f
x iP(ru) w du

H(z)jrP(r) = ---,
Ilr iP(r) u+w u

(4,27)

Unfortunately, because of a problem at u = 0, we cannot apply Lebesgue's
dominated theorem directly to this last integral. So, let [; > °and A = A ([;)
be as in (4.23), Write

We see that

iP(A) fAir 1 du
IIll~---;:--() -1--I-~(l-A/r)-liP(A)logAjrP(r)~Oasr~oo.

'f' r Ilr U + W U

Further, for u E (A/r, (0) (4,23) shows that the integrand in (4,27) IS

bounded by

1 -I
U ,

which is integrable over (0, (0) if [; is small enough, since 0:' E CL 1), Hence
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we can apply (4.19) and dominated convergence to /2 to deduce that for
z = nv, W = e iO

, and 101 < n,

f3
0 u' (W)lim H(z)j¢J(r)= -- - du=Hj(w).

r-·7 0 u+W u

Now, let 0=°0 , We see from (2.18), (4.26), and (4.28), that

lim Q(r j/2 )liP(r) = ~ (nisin na') cos a'()o.
r ---t rf_'

Then (2.21) yields (4.21).

(iv) We first show that for z=re iO
, rE [O,x), 101 <n,

(4.28)

(4.29)

lim riH(j)(z)liP(r) = H\j)(w),
r ---t .y:;

where w = eill. From (4.24),

j= 1, 2, (4.30)

f
y iP(t)

rH'(z)j¢J(r) = (rj¢J(r)) -(--2 dt
1 t+z)

f
f iP(ur) du

= Ilr iP(r) (u + W)2'

As iP(ur)liP(r):( 1, u:( 1, we can directly apply dominated convergence and
(4.19) to deduce

lim rH'(zW(r) =r u'(u+w) 2 du=H'j(.v).
r -..j. 7_' 0

This proves (4.30) for j = 1. The case j = 2 is similar. Now let 0 = ()o and
w = exp(i()o). As g(r) == 0 in (2.18),

Q'(r)= -Re{H'(r2w) 2nv},

and so by (4.26) and (4.30)

lim rQ'(r )liP(r2)= - Re {H; (w) 2w } = - 2a'(nisin na') cos a'Oo.
r ---+ ,~x;

Similarly,

lim r2Q"(r)liP(r2) = - Re{H;'(w)(2w)2 + H'I (w)(2w)}

= -2a'(2a' - 1 )(nlsin n:x') cos:x'()o > O.
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Then (4.22) follows from (4.21). As (1.' >~, it follows from (4.20) that
limr~ C() ¢(r 2 )/r = 00, and so Q'( co) = co. I

We shall need (4.22) in proving Theorem 1.3.

Proof of Theorem 2.6. Let 80 be as in the hypotheses of Theorem 2.6.
We apply Lemma 4.1 with c* =0 and 1=0 and with

¢*(t) = ¢(t)/2, t E [1, (0).

We can assume 4>*(l) = 1. Given e > 0 (4.20) implies that

Hence (4.1) and (4.2) hold with 1=0 as (1.'E(!, 1). Let ~Il be defined by

H( ~,,) = n, n large enough.

From (4.20) and (4.28) with 8 = 0, we see

lim log n/log ~,,= lim {log H( ~,,)/log ¢( ~,,) }{ log 4>( ~,,)/log ~,,}
11 _ lX' n _ x:

=a',

and (6.4) follows as (1.' > ~, while (4.7) follows as H* = (~) H. Further, by
Lemma 3.1(v) and Lemma 4.3(iii),

by (4.28) with 8 = O. Then, as in Lemma 4.2, this implies

n large enough. (4.31 )

n = 1, 2, ....

Let {T,,} be as in Lemma 4.1, and let

PIl(x) = T,,(x 2),

by (4.4), (4.8), and (4.31), for Ixl ~ Cq",

P" (x) ~ Iy(x2exp(i8 0 ))1 = exp(2Re H*(x2exp(i80 )))

=exp( -Q(X)+g(X2))~W(x),

by (2.18). Further, by (4.9), for Ixl ~ Cq",

, W {C3H(X
2

)/X
IP,,(x)l/ (x) ~ C3(H(x2)/x + 1)

if x?' 1,

if x < 1.
(4.32 )
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Finally, it is easy to see from (4.24) that

as x -> 0 +,
and as x -> 00,

(by (4.28) and (4.30))

by (4.26). Thus for n large, and for Ixl:::; Cq,,, C small enough, the right
member of (4.32) is bounded above by

C 3 {H( Cq~)/Cq// + 1} :::; C4 n/q//,

by (4.31) and the definition of ~ II' I

5. PROOF OF THEOREM 2.4

The following lemma summarizes the results that we shall need from
[9]:

LEMMA 5.1. Let W = exp( - Q) be a Freud weight, and assume that

QI/(x) ~ 0 for x large enough.

Let q// he definedfor n~n', say, and let
x-'

GQ(x)= 1+ L (X/qlll 1/2 exp(2Q(qj))'
i=n'

X E IR. (5.1 )

Further, let B2// (x) be the (n + 1)th partial sum of GQ' so that B2// has degree
at most 2n, n = I, 2, .... Then

and

(i) GQ is entire and

GQ (x) ~ exp(2Q(x)),

(ii) There exist C 1 and C 2 such that

IB;//(x)l:::; C2 (n/q//) exp(2Q(x)),

XE IR.

X E IR.

(5.2)

(5.3 )

(5.4 )
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Proof (i) By Theorem 6(ii) in [9J, GQ is entire and

GQ(x) '" exp(2Q(x)), x ---> 00.

189

(5.5 )

(5.6)

Note that in [9, Eq. (17)J, GQ is defined in such a way that the lower index
of summation is 0, rather than n' as in (5.1). However, addition or sub­
straction of a polynomial to GQ obviously does not affect (5.5). Next, as
both G and exp(2Q) are positive and even in IR, (5.5) implies (5.2).

(ii) By Lemma 3.1(vi), there exists C>O such that

Q(q,,):( Cn, n ~ n'.

Hence, if Ixl :( eqn' some 0 < e < 1,
x

IB2n (x) - GQ(x)l:( L (eq,,/qy
j
e2Ci

i~"+ 1

x 1
:( L (ee

C
)2

j < 2'
i~ n + I

if e is small enough. As GQ(x)~ 1, (5.3) follows. Next, choose a positive
number L>2exp(C) with C as in (5.6). We can write

"
IB~ (x)1 = L (x/qYT Ij2 exp(2Q(q))(2j/lxi)

j = n'

where the summation in II ranges over j~Lnlxl/q", and I 2 ranges over
Lnlxl/qn<j:(n. We see that

(5.7)

To deal with I 2 we note that as Q" ~ 0, jh = Q'(q) is nondecreasing for
large j. Hence, in I 2 ,

and by (5.6)

"I 2:( 2 L (L -I exp C)2j~ Ij/qj < n/qn:( n/qnGQ (x). (5.8)
I

Finally, (5.2), (5.7), and (5.8) yield (5.4). I
Proof of Theorem 2.4. Let Q and Q 1 satisfy the hypotheses of

Theorem 2.4. Let M be a large positive integer and define

640492-7

Q*(x) = MQ(x) - (1/2) QI (x), X E II\t (5.9)
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From (2.13), it follows that if M is large enough

Q*"(x)·~Q"(x) > 0, x large enough. (5.10)

Integrating and using Q'( ce) = XJ, we see that

Q*'(x) ~ Q'(x) > 0, x large enough. (5.11 )

Since W=exp(~Q) is a Freud weight, it follows from (5.10) and (5.11)
that W* = exp( - Q*) is a Freud weight and satisfies the hypotheses of
Lemma 5.1. Hence, there exist polynomials B1,,(x) of degree at most 2n,
n = 1, 2, ... , such that for some C I and C1

B1" (x) ~ exp(2Q*(x)),

and

IB~,,(x)1 ~ C1 (n/q,n exp(2Q*(x)),

Here q,; is the positive root of the equation

xER

(5.12 )

(5.13 )

q,; Q*'(q,,) = n, n large enough.

Now let q" and q!, respectively denote the positive roots of the equations

q"Q'(q,,) and q!,Q'1 (q!,) = n, n large enough.

From (2.12), Lemma 3.1 (v) and (5.11), we deduce

xQ') (x) ~ xQ'(x) ~ xQ*'(x),

and so Lemma 3.I(i), (ii) show that

x large enough,

q!, ~ q" ~ q,;, n large enough. (5.14)

Next, as W = exp( - Q) is regular, we can find polynomials A" (x) of degree
at most n, n = 1,2,... , such that for some C 3 and C4

and

Let

A,,(x) ~ exp( - Q(x)),

IA;, (x)1 ~ C4 (n/q,,) exp( - Q(x)),

(5.15 )

(5.16)

n= 1,2,... ,
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so that P n has degree at most (2M + 2) n. By (5.12), (5.14), and (5.15), for
Ixl ~ Csqn,

Pn(x) ~ exp( -2MQ(x)) exp(2MQ(x) - QI (x)) = WI (x),

while by (5.13) and (5.16),

IP~ (x)1 ~ 2MA;,M - I (x)IA;, (x)1 B 2n (x) + A;,M (x)1 B~n (x)1

~ C6 (n/qn) W(x).

Finally, to obtain polynomials of degree at most n, we can replace Pn by
P[n/[2M + 2)] and use q[n/(2M + 21] ~ qn ~ q;,. I

6. PROOF OF THEOREM 2.5

The proof of Theorem 2.5 will proceed along the following lines: Assume
the hypotheses of Theorem 2.5. We set

and

and define

H(r) = fX ¢J(t) (!.-.)2 dt,
1 t + r t

tE[I,CO)

rE [0, co),

(6.1 )

(6.2)

r E [0, 00).
(6.3 )

We use Theorem2.1 to show that W*(r)=exp(-Q*(r)) is a regular
weight and then use Theorem 2.4 to show that W(r)=exp(-Q(r)) is also
regular.

LEMMA 6.1. Assume the hypotheses of Theorem 2.5 and let ¢J, H, and Q*
be as in (6.1) to (6.3).

(i) For large enough t, ¢J(t) is positive and increasing.

(ii) There exist e >°and C I , C 2 , C 3 , and C4 such that

and

O<u:O;: 1, ut~C4'

(6.4 )

(6.5)
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(iii) H(r) ~ ¢J(r), r large enough.

(iv) 1 ~rH'(r)IH(r)~2, rE(O, 00).

(v) ¢J(r)/4~r2H"(r)~2H(r),rE(l, 00).

Proof (i) This follows immediately from (6.1).

(ii) From (6.1) and (2.15) we see that

(6.6 )

t large enough.

Let ). = 2k
• This last inequality implies that for some I: > 0,

t large enough. (6.7)

If Ai ~ U < Ai + 1, some j ;::::: 0, then repeated application of (6.7) shows that if
t;::::: C3 , say,

and (6.4) follows. Similarly (6.7) yields (6.5). Finally, fixing some large t

and setting u = vlt, we see that (6.6) follows from (6.4).

(iii) First, for r;::::: 1,

Ix 1 (r)2 fXH(r);:::::¢J(r) - - dt;:::::¢J(r) (2u 3)-1 duo
r t+r t I

Next, let C4 be as in (6.5). We see that if r is large enough,

{f
C4lr II feD} ¢J(ur) 1 duH(r)I¢J(r) = + + ----2
Ilr C41r I ¢J(r) u + 1 u

~¢J(C4)(C4-1)rl¢J(r)+C2flu 1+

1
, du+ C

2
feD u-'ldu

o u+ I u+

(by (6.4) and (6.5))

~c,

(by (6.6)).

(iv) This is Lemma 5.1(iii) in [6] with 1= 1.
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(v) From (2.4) and (6.2), it follows that

H"(r)r2=2foo r
2
rjJ(t) dt

I (t+r)3

~ 2 foo (!.-)2 rjJ(t) dt = 2H(r).
Itt + r

Further

H"(r)r2?32r2rjJ(r) foo (t+r)-3dt=rjJ(r)/4. I
r

Proof of Theorem 2.5. We first show that w* = exp( - Q*) is regular.
Now

r large enough, (6.8 )

by Lemma 6.1(iii) and (iv). Further, by Lemma 6.1(iii), (iv), and (v),

Q*"(r) = (kr k - 1)2 H"(r k ) + k(k _ 1) rk - 2H'(rk )

r large enough. (6.9)

It follows that W* is a Freud weight. From (6.2) and (6.3) we see that Q*
admits a representation of the form (2.2), while (2.3) follows from (6.6).
Hence W* is regular.

Next, (6.1), (6.3), and Lemma 6.1(iii) show that

Q(x) ~ Q*(x), x large enough,

while by (1.2) and Lemma 3.1 (v),

IQ"(x)! ~ (B+ 1) Q'(x)/x~ CQ(x)/x2

= CrjJ(X k )/X2

~ C 1 Q*"(x),

by (6.9). Hence Theorem 2.4 shows that W = exp( - Q) is also regular. I

7. PROOF OF THEOREM 1.3

(7.1 )
t E (1, 00),

The remarks after Theorem 2.5 show that Theorem 1.3 is true if in (1.8),
IX > 2, but IX =f- 4. Hence, we assume below that 1 < !X < 2. Assuming the
hypotheses of Theorem 1.3, let

rjJ(t) = Q(t1/2),

!X' = IX/2,
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and choose ()o E ( - n, n) such that

Define

(7.2)

H(Z)=J"'· r/J(t) (~)' dt,
I t + z t

Z E iC\( ~ CD, 0). (7.3 )

Finally, define Q* by

Q*(r 1
/
2)= - Re{ H(r exp(i0o))}, r E (0, 00). (7.4)

We shall use Theorem 2.6 to show that W*(x)=exp(-Q*(x)) is regular,
and then use Theorem 2.4 to show W is regular. It follows from
Lemma 7.1 (iii) below that H is well defined.

LEMMA 7.1 Assume the hypotheses of Theorem 1.3 with I < a < 2, and let
r/J, 00 , H, and Q* be as in (7.1) to (7.4).

(i) r/J(t) is positive and r/J'(t»Ofor large t.

(ii) lim tr/J'(t)I¢J(t) = a'.
I ~ 00

(iii) Let E > O. For t large enough,

(iv) Q*(j)(r)~r/J(r2)/rj,j=0, 1,2; r large enough.

Proof (i), (ii) These follow immediately from (1.8) and (7.1).

(iii) This follows from (ii).

(iv) First note that, by definition, Q* admits a representation of the
form (2.18) with girl == 0. Further, we have shown that (2.19) and (2.20)
are true, while (7.2) implies (2.21). Then Lemma 4.3(iii) and (iv) yield the
result. I

Proof of Theorem 1.3 when 1 < a < 2. First, it follows easily from Lem­
ma 7.1 (iv) that W* = exp( - Q*) is a Freud weight. As already discussed,
Q* admits a representation (2.18), and so W* =exp( -Q*) is regular.
Further, Q*'( 00) = 00, by Lemma 4.3(iv).

Next, Q(x) ~ Q*(x) for large x, by (7.1) and Lemma 7.1(iv). Finally, as
in the proof of Theorem 2.5, one sees that IQ"(x)1 ~ CQ*"(x) for large x,
and so W is also regular by Theorem 2.4. I
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